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INTRODUCTION

The dramatic growth in usage of modern communications technologies, such as Internet and mobile telephony, increases the need for confidence-building infrastructures that provide the user with the means to establish security and privacy. The concept of multi-lateral security (MLS) strengthens the ability of users to specify the desired security characteristics of a communications relationship.

In the context of large organisations, the challenge is to integrate organic and external resources (i.e. the Internet) into a coherent and manageable security infrastructure. Whereas technical interoperability can be easily achieved, there are currently few implementations of mechanisms (e.g. Public Key Infrastructures), which deviate from the traditional and inflexible paradigm of hardware link encryption for secure communications.

The paper focuses on the concepts and possibilities of multi-lateral security, and highlights associated managerial and policy issues required for a successful implementation.

1.
Principles of Multi-lateral Security

The term 'security' in a communications or computing context, normally refers to a bi-lateral relation and typically follows a protected domain or a protected channel philosophy.

In a protected domain it is important to ensure that resources and information within the domain are kept in a controlled state. All accesses and modifications of the information, and all utilisation of resources shall obey specified policies. The protection of the domain's boundary is performed by physical means, by computing means (e.g. access control software) and by communications means (e.g. firewalls). A clear distinction between the domain and outsiders exists. Every communication between the domain and an outside instance is bi-lateral. Accesses through the borderline of the domain can be controlled by well-known mechanisms (e.g. user-id and password, IP-address filtering). This can be considered as uni-lateral security.

A protected channel establishes a path between two parties on which they can exchange information without the fear of misuse. A protected channel can be made tamper-proof and confidential with simple means like symmetric (e.g. hardware encryption) or asymmetric (e.g. SSL) end-to-end encryption. Communication over a protected channel does not require security support from the provider of the channel. Private mechanisms can be implemented on top of the bearer medium.

Combining protected domains and channels leads to hierarchical systems based on components, which cater for specific security aspects. The security they can provide is limited, though.

The IBM Dictionary for Information Processing Terms defined 'security' as

Prevention of access to or use of data or programs without authorisation. The safety of data from unauthorised use, theft or purposeful destruction.

Nowadays a finer granularity is used. Table 1 lists security objectives, that can be achieved by means of bi-lateral security (Pfitzmann, 1993).

To achieve further security objectives an extension of the model becomes necessary. This means that additional parties, which enable, control or monitor the communications, extend the bi-lateral relation. Table 2 shows security objectives, which can only be achieved by means of multi-lateral security (Pfitzmann, 1993) in a co-operation of multiple parties.

Security Objective
Bi-lateral Mechanism

Confidentiality
The contents of a communication shall not be accessible for anybody, but the communications partners.
Symmetric encryption.

Asymmetric encryption in 'symmetric mode' (direct key exchange).

Integrity
Modification or replication of the contents of a communication shall be detectable.
Message Authentication Codes (MACs) based on symmetric cryptography.

Table 1

Security Objective
Multi-lateral Mechanism

Confidentiality
Sender and/or recipient of messages shall be anonymous. Third parties not involved in the message exchange (including the service provider) shall not be able to observe the communication.

Communication partners and third parties (including the service provider) shall not be able to detect the current location of a (mobile) communications device and/or its user.
Broadcast, Dummy Traffic, MIXes.

Spread Spectrum systems, dedicated Location Management mechanisms.

Integrity
Modification or replication of the contents of a communication shall be detectable.
Digital signatures based on asymmetric cryptography.

Accountability (Non-repudiation)
A recipient shall be able to proof towards a third party that a partner x has sent a message y.

A sender shall be able to proof towards a third party that it has sent a message y to a partner x.

Nobody can withhold the service provider fees for utilised services. The service provider cannot charge fees for not performed services.
Digital signature (of x on y).

Digital signature (of x on y as a receipt).

Digital signatures, anonymous billing mechanisms.

Availability
The communications medium (network) allows communications between all partners who wish to and are allowed to utilise it.
Diversified networks with redundancy and independent control

Table 2

To achieve an acceptable level of security on any of the above objectives, the implementation of the technical mechanism and of an associated framework is mandatory. E.g., if two communications partners want to increase their level of accountability, it is not enough just to generate two key-pairs and to start signing e-mails. They need a system to generate, revoke and exchange keys, and connectivity to a third party, which provides key authentication. They also need information about key validity and how to apply the keys to make a signature legally binding. Finally they need an understanding of the underlying mechanisms and consequences to assess the required or applied level of security.

1.1
Examples of third party services.

Integrity and accountability can be established by asymmetric concelation systems, typically established through a public-key infrastructure (PKI). Every party has its own private key and the public keys of all communications partners. Trust Centres (TC) are trustworthy entities, providing security services with a characteristic (e.g. authorisation by a government authority) that is trusted by the user. TCs can be categorised as (Horster & Wohlmacher, 1998):

· Trusted-Third-Party (TTP), providing security services to a multitude of users. Main tasks are key management (i.e. create, authorise, distribute and revoke keys), certification (binding an identity or name to a key) and server functions (e.g. directory services). The user's confidence into their communications is directly depending on the confidence into the quality-of-service and the behaviour of the TTP.

· Personal Trust Centre (PTC) under the user's control. This could be a chipcard (like the SIM for a GSM telephone) containing the users private key.

Anonymity (as a subset of confidentiality) requires that a specific user can not be identified within an anonymity group (e.g. all users of a GSM network) by observation or analysis of the communications traffic. MIXes implement a concept, where messages are transparently embedded into a stream of multiple real or faked messages, so that an eavesdropper cannot identify the existence, origin or destination of the specific message. Every MIX in a MIX network has the task 

· to collect and store incoming messages until there are statistically enough messages from different originators,

· to change the appearance of the messages by re-coding and length modification, and

· to send out the messages in a modified order (e.g. re-sorted or in a batch).

A receiving MIX has to undo all these changes before forwarding the message to the recipient (Kesdogan, Egner & Büschkes, 1998).

Whereas in a bi-lateral environment the management of the security mechanisms is a matter of self-management of the protected node and co-operation with the partner concerning the protected channel, in a MLS environment the management challenge is much bigger.

2.
Managing the third party

The necessity to employ a third party causes a dilemma: Both communications partners need to have a certain level of confidence in the services of the third party. This confidence stems either from direct control of the activities and their tools (e.g. software and data), or from a position of confidence into a fourth party, which controls the third party from a higher level. Obviously this scheme can be extended recursively to a fifth, sixth etc. party. Also, normally both partners do not want the other partner to have more control over the third party than oneself. Therefore the level of control over the third party’s technical solutions and quality of service has to be balanced between its users.

In a multi-lateral relation, especially on open or public communications systems (e.g. cellular phones or Internet mail) the partners mostly do not know each other directly, and have therefore no reason to trust each other. Every party has to be considered and treated as a potential attacker.

A TTP provides services, which are by some definition worth the confidence. Typically this confidence is motivated by legal means, where the TTP is an organisation controlled or licensed by a government. Such a TTP may be legally and technically in a position to control and certify lower-level TTPs to provide services for dedicated user domains (e.g. clearing houses for digitally signed e-commerce transactions), thereby being part of a certification chain.

Ways are needed to manage the trust we have to put in the relations with the TTP. Trust in the realms of the electronic marketplace is „the opposite of what normal people usually mean by the word. To trust someone, in normal usage, is precisely to place yourself at a certain risk without formal guarantees of your safety. If you don't trust someone, then you insist on contracts and proof and … documentation and … elaborate cryptographic payment protocols and so forth. And if you *do* trust someone then you don't insist on these things.“ (Agre, 1998)

The differing interests of the various stakeholders in a MLS relation cause a conflict. E.g., for the user of a cellular phone it is desirable that the service provider stores as little data about him (e.g. communications partner, contents of conversation, location of the phone). The storage of some of these data is mandatory for the service provider for billing and potentially to prove his demands in court. Two theoretically simple approaches that make the situation more acceptable for user and service provider are data-thrift and decentralisation. Thrift concerning the storage of data (e.g. no content data) reduces the risk of compromises. Decentralisation of functions increases the acceptance of the users, as they are not confronted with one almighty provider, but multiple independent instances, each with its own interests (Rannenberg, Pfitzmann & Müller, 1997). Such a distributed environment increases the demands on management and co-ordination.

A MLS architecture has three infrastructures as its foundation. Those can be seen as the dimensions for management efforts:

· A telecommunications infrastructure for systems interconnection and information transport, providing decentralised security mechanisms with acceptable costs.

· A knowledge infrastructure, allowing the distribution of information and meta-information (e.g. traffic data or certificates) to be organised and controlled. It includes mechanisms for protection of information, and associated legal and ethical aspects.

· A behavioural infrastructure, providing digital-domain equivalents of real-world reliance building mechanisms, such as a notary (TTP), or the possibility to retrieve illegal information (key recovery).

2.1
Telecommunications Infrastructure

The infrastructure for a security service has to provide some basic characteristics (Horster & Wohlmacher, 1998), which have to be designed, implemented and managed:

· Openness: The security services, to be used by an application, must be selectable. They must be designed in a way, so that they can be used from systems on various platforms.

· Durability: The mechanisms for the implementation of the security services shall be considered secure, either by proof or by extensive public discussion and evaluation. All technical components shall be designed, so that they can be easily improved or upgraded.

· Stability: The security infrastructure shall be designed, so that the loss of a trusted entity does not impact the functioning of the whole infrastructure. TCs must be able to take over tasks of a concurring, broken-down entity.

· Extensibility: A security infrastructure is prone to constant technical, market and legal changes. Therefore it should be possible to integrate new security mechanisms, as well as additional trusted entities.

Leaving the physical infrastructure (e.g. cables) aside, the telecommunications infrastructure consists of products that provide services by the implementation of common protocols. E.g., software products for e-mail authentication services or hardware products (with embedded software) like telephones that display the caller-ID as a means for non-repudiation.

The management shall focus on the following aspects for the implementation and operation of products throughout their life cycle.

2.1.1
Requirements analysis and design

Requirements analysis is complicated by the facts that a MLS is part of some larger system with which it has to interact; and that the trustability characteristics of the larger system are mostly unknown and cannot be influenced.

Currently the majority of the attacks on MLS systems are system attacks, where for example keys are directly exposed due to weak or misconfigured operating systems and applications. Cryptoanalytical attacks, with the attempt to break the encryption mechanisms, seem to be the exception. This will be the situation as long as the common operating systems and environments are insecure and offer easy targets.

Under the basic requirement that security services have to be usable (although usability normally loses the battle against security) and secure for a long period of time, some generic requirements are worth detailed consideration (Canetti, Gennaro, Herzberg & Naor, 1997). One is the periodic refreshment of secrets (e.g. passwords, session keys or whole secure protocols). With that ‘old secrets’ are made useless for a potential attacker, thereby forcing him to invest more and longer effort, which increases the risk of detection. The second major requirement is distribution, by which the trust mechanisms are spread over a range of different components (e.g. servers) to avoid a single point of vulnerability.

„The trustworthiness of a system depends critically on its design“ (Schneider, 1999). With formal methods available for requirements analysis and design, management has a means to ensure a coherent top-level design. Important design aspects are the analysis of trustability dependencies between components and the identification of critical components. Both are focal areas for risk management.

A homogeneous architecture and suite of security components implies sharing of the same vulnerabilities. 'Unfortunately', homogeneity provides some benefits (e.g. economies of scale, interoperability, synergy, easier acquisition of expertise), which make a decision between homogeneity and diversion difficult.

Initiatives are ongoing to provide generic architectures for secure systems. One example is The OpenGroup's Common Data Security Architecture (CDSA) (Intel, 1997). Its foundation is an operating system independent architecture with four types of security plug-ins for dedicated security services. The specifications of the plug-in types (Cryptographic Services, Trust Policies, Certificate Library and Data Storage Library) cater for vendor independence, flexibility and openness.

· Requirements shall be formulated to cater for the principles of refreshing and distribution. This includes implementation and automatic enforcement of associated system policies (e.g. for periodic password or protocol ageing, or separation of security mechanisms).

· Requirements shall be formulated to make only operating environments with a strong security foundation eligible for selection.

· Assessment of dependencies and criticality of components during design provide a foundation for design improvements (e.g. by introduction of redundancy) and better risk management (e.g. by segmentation or formal verification of critical building blocks).

· Requirements shall cater for replacement of security functions and modules throughout the system’s life-cycle.

2.1.2
Product selection

Based on the requirements and specifications, products that will be components of the final system have to be evaluated and selected. There is a basic decision to be made between the purchase of Commercial-Of-The-Shelf (COTS) products and the development of bespoke solutions. COTS products are relatively cheap, rich with functionality, but not under the control of the purchaser. Also the purchaser has almost no means to evaluate and assess the trustability of a COTS product. E.g., is there any assurance, that there is no hidden key-recovery mechanism built into a certification server? Developed software implements exactly the functionality that is required, giving full control over the product and a complete understanding of its trustability. But this has its price, both in terms of cost and in developmental risk. The management has eventually to make the decision: „It all comes down to a trade-off between cost and risk: the price of COTS components can be attractive, … but the risk of ceding control may or may not be sensible for any given piece of an“ MLS system (Schneider, 1999).

Not only does the purchaser become dependent on the product policy of a COTS vendor, but also on the trustworthiness of his engineering process. And there is limited chance that the purchaser can get insight into this process. Therefore every party in a multi-lateral system must assume that its partners are employing products over which’s evolution they have no control. This role of the COTS vendor effectively adds him as one more party to the multi-lateral relation.

· A decision is required on how much control over the behaviour and evolution of the products can be traded in for reduced cost by use of COTS components.

· Vendors shall be preferred, which are "good" partners in terms of product and product line stability, reliability (e.g. for standard compliance, proper testing) and independence (e.g. from national crypto regulations, to allow for a reasonable risk assessment.

· Management has to find a balance between the engineer's requirements and the accountant's thrift (to select an initially cheap COTS product that fulfils only 90% of the requirements, but can have devastating security implications), potentially by stressing the vendor's role in the multi-lateral relation.

2.1.3
Implementation and integration

Implementation and integration comprise the orderly aggregation of components into a subsystem, and further integration into the target system. This is accompanied by quality assurance measures, of which the most important is testing. Normally testing is performed on the unit/component-level first, then at subsystem level after the first integration steps, eventually followed by a system test. All tests are performed against the system’s requirements. In an MLS environment, the existing portion of the system (e.g. as installed by a service provider) is the natural border of integration and testing. The newly built components shall interoperate with the provider’s system in a seamless way. As there is very limited control over the provider’s system, and live component testing may be undesirable and potentially harmful, factory level implementation, integration and testing has to be performed against well-defined interfaces (i.e. APIs and protocols), or against simulators and test drivers.

Component-, subsystem- and system-level integration is a well-established software and hardware engineering discipline. Relatively little is known about approaches to perform the additional level of integration and testing (especially for security) in distributed environments.

Another area of concern comprises technical reviews and inspections of source-code and components. There is no evidence in the literature, that these traditional methods are beneficial in the detection of security vulnerabilities in an implementation. Vulnerability assessment and penetration testing are only heuristics based on intuition and individual expertise. Formal methods, like complete path covering in traditional testing, have no equivalent when testing for security. The desired absence of security vulnerabilities cannot be formalised in a system independent way and therefore can not be directly analysed (Schneider, 1999).

· Although direct security vulnerability testing is difficult, the established formal and informal test methods can identify intermediate problems (e.g. the classical buffer overflow), which could result in security vulnerabilities.

· Implementation, integration and test efforts should anticipate a non-deterministic behaviour of service providers and communications partners (e.g. for timing, performance and protocol compliance). This should be supported by very defensive implementation and very thorough (not to say mean) testing. „But no amount of testing can demonstrate the absence of all exploitable flaws or side effects.“ (Schneider, 1999)

2.1.4
Operation and maintenance

Large systems and their application software are normally modified after the initial deployment for corrective and perfective maintenance. If management does not take full control over such an evolution, the system structure may degenerate and the level of trustability almost certainly will erode. Important aspects are, how the management can ensure the deployment of correct updates to all parties, and how can it ‘force’ or motivate its partners and service providers to invest in those changes? E.g., how to introduce updates into the GSM system to allow anonymous communications (i.e. to avoid location tracking) that require modifications to the service provider’s software and to the mobile stations. (Federrath, Jerichow, Kesdogan, Pfitzmann & Spaniol, 1996).

A new level of threat to configuration management is the advent of push technology. COTS software (e.g. e-mail products) can be silently and automatically updated when a user visits the vendor’s WWW site or has an active push channel. The impact on the configuration as established during implementation, test and acceptance is obvious (Schneider, 1999).

For COTS products the user has always to cope with the tension between stability of the implemented solution and the market pressure, driving for innovation and (mostly more feature-rich and therefore less controllable) upgrades.

· Service-level agreements with service providers and communications partners can enable controlled and system-wide changes to the operational software.

· At least generic plans to smoothly relocate the operational system from one service provider, which might not provide necessary functions (e.g. IPv6 security features), to another provider should exist.

· Uncontrolled updates of software or its configurations, which might jeopardise the systems trustability, have to be forestalled.

2.2
Knowledge Infrastructure

The knowledge infrastructure is supposed to mediate between the legitimate interests of service providers and their customers concerning the communicated information. The infrastructure has to provide means

· for the identification and authentication of parties within a communications relation,

· for the establishment of rules concerning the collection and use of data about a communication (e.g. contents, parties, location),

as well as a legal and ethical framework for the acceptance and validity of these means in the real world (e.g. for electronic commerce). Legal and ethical aspects will not be further discussed.

2.2.1
Identification and authentication

The classical means to establish identification in the electronic world is the employment of public-key cryptography through a PKI. A PKI is a " set of hardware, software, people, policies and procedures needed to create, manage, store, distribute, and revoke certificates based on public-key cryptography" (Arsenault & Turner, 1998). The PKI is the central mechanism for the management of certificates, which are used for legally binding digital signatures, and thus enable authentication, non-repudiation and confidentiality. For each of the following certificate/key management tasks a procedure and policy has to be established so that it contributes to the trustworthiness of the management system (Horster & Wohlmacher, 1998).

· Key generation (by a registration authority - RA) can be performed at the user (PTC) or at an external, trustworthy entity (TTP). To create a key that can be introduced into the web-of-trust by the TTP, a verification of the user’s real-world identification and control over the key generation process is necessary. Key creation is critical, as the TTP could keep copies of private keys for recovery purposes. This might be illegitimate for public systems, but is essential for closed company systems, which have for example to ensure access to employee’s data after retirement.

· Key verification ensures uniqueness of a key. A directory service is needed that can recognise generation of a duplicate key. When multiple key generating TTPs exist, this task becomes complex and requires synchronisation and cross-certification of all involved directory services.

· Key certification (through a certification authority - CA) ensures that an individual is the legitimate owner of its (authentic) key. Certification mechanisms are for example servers, which certify a key after input of a secret passphrase, or keys with the owner's embedded physical characteristics (e.g. biometric data or the owner’s picture).

· Key distribution and sharing shall allow a party to access authentic public keys. The key distribution centre shall never (not even during key generation) have access to the private key or its generation parameters. For shared keys the key management has to ensure that the key can only be assembled if all shareholders comply with a predefined condition (e.g. simultaneous physical presence).

· Key storage and archiving shall make access of unauthorised parties to private keys impossible. E.g., the key on a chipcard can only be read or re-created from an encrypted form after input of a valid PIN code.

· Key change and revocation require that existing keys, which have been compromised, can be put on a certificate revocation list (CRL). The CRL must be accessible and effectively accessed for any verification of a certificate to ensure its validity. For encrypted documents a mechanism must exist to decrypt (old key) and encrypt (new key) the document if a key is changed. As regular change of keys is desirable to avoid compromising or easier attacks, performance issues have to be taken into consideration.

· A PKI shall incorporate procedures and policies to implement the above tasks in a way that proves the trustability to an end-user.

· A PKI shall be embedded in a web-of-trust with other PKIs to allow synchronisation and cross-certification of keys and CRLs, and to enhance the trustworthiness of individual keys. Critical aspects are the technical interoperability and the management of key distribution between countries with different cryptography laws (e.g. limiting key-length or enforcing recovery mechanisms).

· A PKI hierarchy shall have established procedures for fatal events, like root CA key compromises.

2.2.2
Control of information

The best way to avoid misuse of collections of data is the reduction of data traces in cyberspace. Although total anonymity and privacy are a valid goal for individuals, it is unacceptable for partners who have to rely on identity (e.g. for e-commerce), solvency (e.g. for ISP billing) or even location (e.g. for GSM roaming). The solution is to put a layer of control and management between the data creator (i.e. individual) and the data user (i.e. service provider). Such a mechanism should make it possible for all parties to define their goals concerning data revelation, collection and use, and to allow for negations towards a multi-laterally acceptable level of anonymity.

A technical means is the implementation of a personal security manager as an MLS entity, which allows for the definition of privacy attributes and enforces them throughout a communications relation. Examples of systems are described by (Zero-Knowledge, 1998) and (Gattung, Grimm, Pordesch & Schneider, 1997). Main functions of such a system are identity management and security negotiation.

Sub-functions of identity management:

· Names and identities of an individual have to be unique, potentially within the world's entire population. For an absolute identity (e.g. required for physical access control to facilities) a name is unambiguously associated with a physical person by means like pictures, biometric data or valid cryptographic certificates. A relative identity (e.g. sufficient for payment in e-commerce) considers only the equality of two names, without using or verifying the link to a physical person.

· Avoiding the collection of data, from which a specific individual could be identified, shall ensure total anonymity. This implies the generation, use and revocation of pseudonyms for a short period or only within a certain application (e.g. as in pre-paid SIM cards for GSM telephones) or transaction context (e.g. for electronic voting).

· Accountability for transactions must be ensured even when using pseudonyms. For this, third parties, acting as a trustee or notary that can unveil the absolute identity for a transaction (e.g. based on a search warrant), have to be involved.

· Mechanisms for directory services and user management shall be enhanced to administer also information of completely anonymous users and users with (multiple) pseudonyms.

Sub-functions of security negotiation systems:

·  For every user it must be possible to define the desired security policy, comprising the security and anonymity characteristics of the user's communications, independent of their implementation. Policies are always related to a communications profile. The policies for almost anonymous e-commerce, fully anonymous voting and signing of a personal e-mail are completely different and also related to the role of the party (e.g. buyer or vendor, private or official e-mail). A common, generic policy for the security management in cyberspace does not exist.

· The security manager shall apply and enforce consistent security policies across system boundaries and organisations (e.g. automatic rejecting the push of a non-certified software component from the Internet).

· Every party in a MLS relation can have different requirements. Therefore the security manager has to support automatic negotiations between the parties to settle on a profile (e.g. identity type, encryption algorithms, employment of mediators and who pays for their service), which is acceptable for all.

The above functions shall be implemented and managed in a trustworthy way, and must be subject to security policies that keep the users confident of the trustworthiness. Currently there are few widely available systems. One of those is 'Freedom' (Zero-Knowledge, 1998), which shall provide some of the above services on the Internet. The 'Platform for Privacy Preferences (P3P)' specification of the World Wide Web Consortium (W3C), allows for the specification and automatic management of privacy policies on the Internet (Marchiori & Jaye, 1998).

· The best approach for maintenance of privacy is scarcity of data generation, collection and evaluation. To be considered trustworthy, this has to be communicated to the users.

· Leaving trails in cyberspace is unavoidable for its inhabitants. But as they desire for a certain individual amount of anonymity and privacy, mechanisms should be put in place.

· Confidence of the users into those mechanisms has to be established and maintained. A foundation is a trustworthy system implementation, and the definition and publishing of honest policies towards the protection of the user's security desires.

· Automatic identity and security managers will enhance the individually perceived, as well as the actually applied, security.

2.3
Behavioural Infrastructure

In the real world people are used to multi-lateral security mechanisms, like notaries to certify contracts, passports issued by the government as a proof of identity or police as an agency to legally return 'lost' goods.

Two individuals who don’t know each other and who meet in the real world, can hardly proof their identities to each other without e.g. passports (issued by a trusted authority) or introduction by a (trusted) third individual. They need a common social context. In cyberspace there is no direct means to establish trust into an authenticating authority or another individual.

Whereas in the real world it is simple to recognise and accept data (e.g. signatures or seals) by inspection, this is impossible when utilising information-processing means. For digital data we can only attempt their proper interpretation.

To establish confidence in the measures for security in cyberspace the equivalence to real-world concepts has to be communicated. As those concepts are well established, utilised and improved over long periods such a mapping seems beneficial. This requires not only education about the mechanisms, the policies and the legal framework, but also about the risks and limitations when dealing with third parties. Increasing the sensitiveness and understanding of users is the foundation of any security concept.

· Culture is an important aspect to achieve awareness and understanding of MLS. The right technology alone can not guarantee a well-functioning system. Observing the rules of individual social customs, indigenous peculiarities, behavioural patters and downright "gut chemistry" are indispensable ingredients to achieve successful implementations.

· If the solutions, policies, and their associated benefits and risks are made explicit and visible to the end-users, the fact that it is taking place at all will engage their co-operation.

· Awareness management should also focus on the equivalence of misbehaviour in the real- and the cyberspace. The users must consider detection, reporting and correction of security breaches of equal importance, as in physical space.

3
Conclusion

„Trustworthiness is holistic and multidimensional" (Schneider, 1999)

This paper provides an overview of the dimensions of security and associated management aspects in multi-lateral communications. With the magnitude of design, implementation and usage possibilities in modern systems, it should be clear that „there will always be residual vulnerabilities, always a degree of insecurity. The question one should ask is not whether a system is secure, but how secure the system is relative to some perceived threat. …With this view, the object of“ MLS management „would be to identify insecurities and relocate them through design changes to less exposed and less vulnerable parts of a system“ (Schneider 1999).

This implies that a management view has to consider all three infrastructures and attempt to optimise their security characteristics. This can be done in a continuous improvement process, by a thorough risk assessment and consecutive relocation of insecurities, both inside the infrastructures and between them.
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